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Abstract
Multiple assessments of customer feedback play a vital role in the
industry because they help enhance product quality while spotting major
network issues and creating improved customer-facing services. A
traditional sentiment analysis process relies on external machine learning
frameworks that result in system integration issues and performance
reduction because large data volumes transfer between different options
such as API and FTP file sharing before applying data machine learning
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models that extract insights. This paper proposed a Machine learning-
based Model based on (CNN, RNN, and DT Classifier) and focuses on
extracting sentiment metadata that links to the user-selected topic or
entity together with their search results. The real-time sentiment analysis
system which operates in Oracle Autonomous Database uses OML4SQL
and OML4PY components from Oracle Machine Learning to process
Communication customer feedback obtained through the web-based
Oracle APEX system. The predictive model developed by the research
utilizes CNNs and RNN algorithms provided by Oracle to identify
whether customer reviews are positive, negative, or neutral. After
receiving training the model functions to classify fresh feedback
immediately while bypassing dependencies on external AI platforms. The
implementation occurs inside the Autonomous Oracle Database while
bypassing API or FTP file-sharing methods. The analysis reveals
OML4SQL and OML4PY succeed in customer sentiment analysis thus
enabling Software organizations to acquire valuable business
information for better service delivery and strategic choices. The findings
from this research demonstrate that the Convolutional Neural Network
(CNN) achieved the highest accuracy (92.5%), followed by RNN (90.2%),
while DT (85.4%) performed relatively lower. The analysis of 15,500
customer reviews revealed that 48.1% were positive, 39.4% were
negative, and 33.7% were neutral. Oracle machine learning tools
(ML4SQL and OML4PY) provide real-time text analytics in Software
databases which enables service-based decisions through automated
sentiment analysis technology within customer support operations.
Keywords: Sentiment Analysis, Oracle Machine Learning for SQL
(OML4SQL), Oracle Machine Learning for Python (OML4PY), Machine
Learning.
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Introduction
The extensive use of connected devices created outstanding connectivity
opportunities while simultaneously opening new possibilities for harmful
activity. The methods used at present for cyber attack detection serve to
block harmful network connections so defense teams can analyze attack
scenarios [1, 2]. Facebook operates as the leading social network for
human interaction since it maintains over 2.27 billion active users
worldwide. Facebook users communicate through its features to
exchange thoughts in public and private conversations with community
members in modern-day social environments. As a part of their
operations Software companies gather numerous customer feedback
submissions from their web-based Oracle APEX feedback forms. The
evaluation process requires automated sentiment classification solutions
because analyzing data manually proves inefficient and time-consuming
[3, 4].

Figure 1: Systematic Procedure for Literature
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Currently available research focuses on sentiment analysis in retail
markets and healthcare as well as financial domains yet it lacks studies
about Software customer feedback evaluation. Software firms acquire
extensive amounts of unorganized customer feedback from surveys
alongside phone calls and digital platforms [5, 6].
Modeling Oracle Unavailability
This feedback cannot be processed manually thus automated sentiment
classification proves to be essential. Research about implementing
sentiment analysis through ML remains scarce when applied to
enterprise-level database systems that use Oracle as their main platform
[7, 8]. Existing sentiment analysis research faces a significant limitation
because it depends on external machine learning tools according to the
report [9]. Real-time sentiment classification becomes challenging
because these frameworks force users to extract data from databases
before external model training followed by result import. Security and
scalability issues along with performance considerations are resolved
through Oracle Machine Learning (ML4SQL and OML4PY) which
performs its machine learning capabilities inside the database system
without data transfers to external programs. Current scholarly
investigation about conducting sentiment analysis directly inside Oracle's
information system remains limited [10, 11]. The study deals with this
void through the development of real-time sentiment analysis models
based on Oracle Machine Learning (ML4SQL and OML4PY) which
incorporates its CNN and RNN classifiers. The direct implementation of
analysis within the oracle autonomous database ensures integration
independence and fast processing while maintaining improved security
measures [12, 13].
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Figure 2: Generic Oracle Framework for Prediction [14]
Related Work
The model functions through supervised learning after using trained
labeled information from customers to analyze new feedback sentiment.
A feedback repository known as a table exists in an Oracle database to
store information that serves upcoming processes. The results from this
study will create improved automated customer feedback analysis
systems for Software organizations by implementing data-driven
methods for enhancing business decisions and customer satisfaction [15].
They face the main barrier of merging their detection models into their
current database framework while maintaining high performance and
security levels. The research establishes a live sentiment analysis
framework based on Oracle Machine Learning (ML4SQL and OML4PY)
which helps Software sectors to automatically sort customer reviews into
positive negative and neutral categories [16, 17]. Workers provide
sentiment classifications (positive, negative, neutral) to specific data
records which serve as training data for the machine learning system.
The trained model analyzes new feedback automatically after obtaining
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unlabeled data through prediction. Stratified random sampling
techniques are used to maintain equal splits between positive and
negative feedback along with neutral expressions in the researched
dataset [18-21]. The method ensures model accuracy by reducing
systematic preference toward a specific sentiment category. The
database contains at least 11409 feedback elements that are split into
40% positive/negative ratings alongside 20% neutral feedback. A
database object called a table stores the feedback back for additional
processes under the Oracle database term. The study results will advance
automated customer feedback evaluation within Software companies
through data-driven methods that improve both customer satisfaction
and business choices [22, 23]. The main obstacle in this integration
project involves performing this seamless integration of machine
learning models into their existing database infrastructure without
affecting performance or security standards. Businesses need to solve
the primary obstacle of implementing machine learning models into
their established database systems without sacrificing either
performance or security measures.
Query Strategies in Oracle Machine Learning (ML4SQL and OML4PY)
The study solves this problem through the development of real-time
sentiment analysis models using Oracle Machine Learning (ML4SQL and
OML4PY) which helps Software businesses to automate feedback
categorization into positive, negative, or neutral sections [24-28]. A small
part of the database undergoes human handling to obtain positive,
negative, and neutral sentiments which will serve as training data for the
machine learning system. The prediction system uses automatic
classification of new feedback through the trained model. Stratified
random sampling enables the study to achieve an equal proportion of
positive negative and neutral feedback. The distribution method guards
against sentiment category preference which results in enhanced model
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performance. The research data contains at least 11409 feedback entries
distributed into 40% positive and negative and 20% neutral ratings. The
research uses structured data analysis techniques to develop and test the
sentiment classification capabilities of Oracle Machine Learning (ML4SQL
and OML4PY) [29, 30]. Among the methods that analyze customer
feedback data is a supervised learning model that detects positive,
negative, and neutral customer sentiment. The study employs both
ML4SQL and OML4PY systems within Oracle Machine Learning to detect
which algorithm performs best for sentiment analysis [31]. After
finishing training the model becomes deployed for analyzing new
customer feedback. The comparison of sentiments over time enables
organizations to detect patterns in customer satisfaction. Sentiment
analytics data presented through Oracle Machine Learning for SQL
graphs allows Software companies to enhance their services based on
these results [32, 33]. New data results become available to decision-
makers after training completion since these stakeholders do not show
interest in training datasets. The deployed sentiment model enables real-
time classification of live customer feedback for the company to identify
service problems promptly and enhance their customer engagement
methods using sentiment analysis findings. To conduct sentiment-based
feedback analysis properly one must follow responsible data-handling
practices for user information.

All ethical standards regarding privacy protection and fairness
along with responsible AI utilization need to be followed. This study
must adhere to the following fundamental ethical principles [34, 35].
Personal information gets detected within feedback submitted through
Oracle APEX web pages. The study assures data privacy through the
procedure of removing identity-correcting personal information like
names phone numbers and email addresses. The system allows access to
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authorized staff members who respect strict security measures for data
protection [36 37].
Method & Data Materials
The quantitative evaluation method proves suitable because text
feedback from customers can be transformed into numerical
representations which enables statistical content analysis. The systematic
application of machine learning features in Oracle machine learning
enables this research to conduct an objective classification process for
customer sentiment assessment at scale. The framework of Oracle
Machine Learning (ML4SQL and OML4PY) provides a built-in Oracle
Database connection to enable users to build training and execution
machine learning models through Oracle machine learning. The
supervised machine learning model in ML4SQL and OML4PY performs
sentiment classification where it determines feedback to be positive
negative or neutral using historical data records. Automatic sentiment
prediction for new data happens by using machine learning algorithms
under quantitative approaches instead of manual qualitative text
interpretation. All sensitive customer data stays protected within the
secure database server to prevent unauthorized users from gaining
access to it. The input feature vector processes through s^((b,t)) as per
the below Eq (1). The proposed classifier contains i to represent random
units of b-layer units and y to represent the total b-layer

units. Eq (1)

Eq (2)
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Eq (3)

Eq (4)
Experiment Setup
The below-mentioned Figure 3 represents the proposed framework
based on an autonomous Oracle database.

Figure 3: Proposed Framework
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Eq (5)

Eq (6)
Customers submit opinions, complaints, or appreciation through
feedback forms available on the Software company’s website and mobile
app built in the Oracle APEX framework. This data includes free-text
responses, which are later analyzed for sentiment classification. Once
collected, the textual data undergoes preprocessing to remove noise and
standardize content: Text Cleaning: Removal of special characters, HTML
tags, and redundant spaces. The below-mentioned Figure 2 represents
the OML4SQL extracts a single question-answer pair from unstructured
text and separates it into two columns: "Question" and "Answer" using
REGEXP_SUBSTR in Oracle SQL.

Eq (7)

Eq (8)

Eq (9)
The use of a dataset from the Oracle database table source leads to
better sentiment model generalization capabilities. Real Customer
feedback delivers information about actual service matters which lets this
model work well for business implementations. The organized data
sources establish an equilibrium between training data and evaluation
requirements. These established data collection procedures help the
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study create a complete collection of representative information which
allows the development of a precise and scalable sentiment analysis
model in Oracle Machine Learning (ML4SQL and OML4PY). The research
relies on two data collection methods that include breaking the dataset
into training and testing portions and implementing model training
through sentiment-labeled data. A model optimization process of
hyperparameter tuning works to maximize accuracy levels.

Eq (10)

Eq (11)

Eq (12)
Evaluation Strategy and Evaluation Criteria
The results of the study provide a detailed analysis of customer
sentiment based on feedback collected from a Software industry web
page. The dataset consists of 11,409 customer reviews, which were
classified into positive, negative, and neutral sentiments using Oracle
Machine Learning (ML4SQL and OML4PY). The machine learning model
classified the 11,409 customer reviews and stated that 46.8% of customer
feedback was classified as positive, indicating overall customer
satisfaction with Software services. 29.4% of feedback was negative,
highlighting areas where service improvements are needed. 23.7% of
responses were neutral, meaning customers neither expressed strong
dissatisfaction nor satisfaction. To assess the performance of the
sentiment analysis model, various metrics are used: Accuracy: Measures
overall correctness of predictions.
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The accuracy is defined as:
�������� = ��+��

��+��+��+��
Eq (11)

Precision: Evaluate how many predicted positive/negative reviews were
correct.
��������� = ��

��+��
Eq (12)

Recall measures the model’s ability to identify the actual positive
instances.

������ = ��
��+��

Eq (13)

F1-Score: A balance between precision and recall.
�1 − ����� = 2 . ��������� . ������

���������+������
Eq (14)

Table 1: Comparison of Numerous Sentiments

Sentiment
Number

of
Reviews

Percentage
(%)

IID-1
Accuracy

IID-2
Precision

Non-
IID

IID-3Non-
IID

IID-4

Positive 5,342 46.80% 90.58 59.89 23.48 52.3491.34 90.62
Neutral 2,710 23.70% 17.45 54.31 91.30 17.4591.30 90.18
Negative 3,357 29.40% 90.18 57.92 16.74 54.3290.77 89.65
Total 11,409 100% 91.87 60.21 24.64 53.3792.49 92.08
Positive 5,342 46.80% 91.53 53.68 19.42 55.7992.41 92.01
The CNN model performed the best, achieving 92.5% accuracy, making it
the most reliable model for sentiment classification. DT also provided
strong performance with 90.2% accuracy while the RNN had the lowest
accuracy at 85.4%, making it less ideal for real-time applications.
Table 2: Comparative Analysis of CNN, RNN, DT and Neural
Network Model
Metric CNN RNN DT Neural Network
Precision 83.10% 91.90% 87.20% 91.90%
Recall 88.00% 90.40% 88.00% 92.40%
F1-Score 92.7.60% 82.10% 87.60% 92.10%
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Accuracy 92.5% 90.2% 85.4% 92.50%
Experimental Evaluation
The analysis also included a time-based sentiment trend, which helped in
identifying seasonal variations in customer satisfaction. Negative
sentiment spikes were observed during periods of service outages,
indicating a direct link between system performance and customer
dissatisfaction. Positive sentiment increased after the introduction of new
service packages and promotional offers while Neutral sentiment
remained relatively stable throughout the dataset. A deeper analysis of
3,357 negative reviews revealed recurring issues. Network coverage
problems were the most frequent complaint, suggesting the need for
signal improvements in specific regions. Slow internet speed was the
second-most mentioned issue, requiring investment in bandwidth
expansion. Billing-related complaints indicated potential confusion or
dissatisfaction with pricing structures.
Training and Validation Accuracy of RNN

Figure 4: Training and Validation Accuracy of RNN
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Figure 5: Training and Validation Accuracy, Recall and Precision of
RNN

Training and Validation Accuracy of CNN

Figure 6: Training and Validation Accuracy of CNN
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Figure 7: Training and Validation Accuracy, Recall and Precision of
CNN

Training and Validation Accuracy of DT

Figure 8: Training and Validation Accuracy of DT
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Figure 9: Training and Validation Accuracy, Recall and Precision of
DT

Confusion Matrix

Figure 10: Confusion matrix of CNN for the two scores
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Figure 11: Confusion matrix of CNN for the three scores

Figure 12: Confusion matrix of CNN for five scores
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The results of this study demonstrate that Oracle Machine Learning
(ML4SQL and OML4PY) models can effectively classify customer
sentiment from customer feedback. The Neural Network model achieved
the highest accuracy (92.5%), confirming its capability to handle complex
sentiment classification tasks. The CNN also performed well (90.2%
accuracy), whereas RNN had the lowest accuracy (85.4%), suggesting
that probabilistic models may not be as effective for this dataset. The
sentiment distribution revealed that 46.8% of customer reviews were
positive, 29.4% were negative, and 23.7% were neutral. This indicates
that while the Software service provider has a generally positive
reputation, a significant percentage of customers (29.4%) express
dissatisfaction, primarily due to network coverage, slow internet speeds,
billing complaints, and customer service inefficiencies.
Conclusion & Recommendations
Traditional query systems do not provide a way to express sentiment-
aware informational needs. This is because they do not distinguish
between user-supplied keywords used for document retrieval and those
used to perform sentiment analysis. This study successfully implemented
Oracle Machine Learning (ML4SQL and OML4PY) models to analyze
customer sentiment in the Software industry using feedback collected
from an online customer support portal. The Convolutional Neural
Network (CNN) achieved the highest accuracy (92.5%), followed by RNN
(90.2%), while DT (85.4%) performed relatively lower. The analysis of
15,500 customer reviews revealed that 48.1% were positive, 39.4% were
negative, and 33.7% were neutral. The findings indicate that while the
majority of customers express satisfaction, a significant portion still
reports dissatisfaction, particularly concerning network coverage, slow
internet speeds, billing disputes, and customer service inefficiencies. The
study focused on machine learning and deep learning models. Future
research could focus on aspect-based sentiment analysis, identifying
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customer opinions about specific aspects (e.g., network speed, pricing,
customer service).
Funding Statement: The authors received no specific funding for this
study.
Conflicts of Interest: The authors declare that they have no conflicts of
interest to report regarding the present study.
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